Measure-operator convolutions and
applications to mixed-state Gabor
multipliers
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B The short version

We have seen plenty about function-operator convolutions throughout
the workshop

fxS= f(z)m(2)S7(2)* d=.
R2d
Clearly to generalize this to measure-operators convolutions, we can go
with
pxS= | w(z)Sm(z)" dp(2),
R2d

all in a day’'s work!

Thank you! Questions?
Nah!




B What's wrong?

NTNU

xS = m(2)S7(2)* du(z)
R2d
It’s fine to define measure-operator convolutions this way:

» Define as Bochner integral - just as for function-operator
convolutions

» Define via Weyl symbol - allows large class of tempered
distributions

There is further happiness to gain:
» A "first principles" approach is nice - rederive QHA
> Get free properties from associated framework
» End goal is establishing new results outside of QHA (spoiler)



B Enabler/starting point

NTNU

Abstract nonsense:

[§ H.G. Feichtinger

A Novel Mathematical Approach to the Theory of Translation Invariant
Linear Systems

Recent Applications of Harmonic Analysis to Function Spaces, Differential
Equations, and Data Science: Novel Methods in Harmonic Analysis, Volume 2,
Springer International Publishing, Cham, 2017, pp. 483-516.

[ H.G. Feichtinger
Homogeneous Banach spaces as Banach convolution modules over M(G)
Mathematics, 10(3), 364, 2022, MDPI AG.



Classical analogy |

How could your grandparents have defined convolution? Obviously
homogenous Banach spaces, via translations!

p:RIs T, € B(LY)

The representation p is
> Linear (p(z)(af + Bg) = ap(z) f + Bp(x)g)
> Preserves identity (p(0)f = f)
» Group homomorphism (p(z + y) = p(z)p(y))
> Isometric (|p(x) . = |1 f.1)
» Continuous (||p(z)f — f|lzr = 0asz — 0)
and we say that (L', p) is a homogenous Banach space.




Classical analogy Il

We can define the action x, : R? x L' — L! as

*P:(ﬁvf)'_)Txf

or, on point measures, x, : (6., f) — T, f. By some functional analysis,
this action can be extended to M (R%) x L' to define convolutions
between bounded measures and integrable functions.

Upside? Limited




Operator version |

Let’s translate this to operators!

Translations — operator translations,
functions — operators:

p:R*? 52 a, € B(SY,
a,(S) =7(2)S7(z)".
Figure: Never forget your roots

Linear (p(z)(aS1 + BS2)) = ap(z)S1 + Bp(z)S2)
Preserves identity (p(0)S = 5)

>
>
» Group homomorphism (p(z122) = p(21)p(22))
> Isometric (||p(2)Sl|sr = [IS]ls1)

>

Continuous (||p(2)S — S||s1 — 0as z — 0)

we say that (S, p) is an abstract homogenous Banach space.



Operator version Il

Applying the same functional-analytical machinery allows us to
(uniquely) extend the mapping

%, R¥ x ST — S, zx, S =7(2)S7(2)"

to one on M(R??) x S! (which is bounded, bilinear, w*-continuous and
has dense span) using BUPU's:

%, S = anZ 1(¥i)35, %, S

v
=0

We call this measure-operator convolutions and write x for x,.

The BUPU machinery allows us to ultimately derive the formula:

(e )6,8) = [ | (7(2)5(:)"0.6) du(z).




B What now?

NTNU TODO:
We should prove that all the standard + medium fun
function-operator properties hold true

>l Sllse < llullallSlsr

> uxS>0ifu>0and S >0

> tr(puxS) = u(R*)tr(S) when S € St
> (uxS)y=pa*S

> Fw(pxS) = Folp) - Fw(S)

>

Essentially all we can dream of is true - this makes subsequent work
easier



Not-so-basic property

The main payoff of using this framework is essentially the following
theorem:

Theorem
Let (110)o be a bounded and tight net which converges weak-* to pug
and S € SY, then

lim ||pa *S — po * S|ls1 = 0.
a—o0

(Recall this means that p. (f) — uo(f) for all f € M(R2?)* = C,(R%4))




Part ll: Contributing to society




B The lattice setting

NTNU We are interested in cases where

= Zc()\)é,\ — puxS= Zc()\)aA(S)

AEA AEA

for some lattice A ¢ R24,

This is (often) the setting of discrete time-frequency analysis as it is
straightforward to implement numerically (A = aZ¢ x BZ4).

These operators were previously investigated by Skrettingland with the
notation cx, S:

[§ Eirik Skrettingland
Quantum Harmonic Analysis on Lattices and Gabor Multipliers
Journal of Fourier Analysis and Applications, 26(3), 2020, Springer.



B Mixed-state Gabor frames

NTNU Recall that (g, A) generates a Gabor frame when

AIFIP <Y IV fNP < BIIFIP v € LPRY).

AEA

We say that (S, A) generates a mixed-state Gabor frame when

AP <Y IQs(HMP < BIfFIP  Vf e LP(RY).

AEA

If A= B, we have a nice reconstruction of the identity:

> w(NST(N)f =Af  VfeLARY).

AEA



B (Mixed-state) Gabor multipliers

NTNU Tight Gabor frame = recon- Tight mixed-state Gabor frame
struction formula — reconstruction formula
F=) Vef(m(Ng f=2 mNSt(\)*f

AEA AEA

which gives rise to Gabor multi- which gives rise to mixed-state

pliers Gabor multipliers

GI S = mNVef(NT(N) Goaf =D mNT(N)ST(N)* f

AEA AEA

with mask m. with mask m.

It turns out (perhaps expectedly) that these operators behave similarly
to the usual Gabor multipliers.




0-1 Gabor multiplier eigenvalue law

» The eigenvalues of localization operators famously follow a 0-1 law
where if m = xq, the first [|Q|] eigenvalues of A, are close to 1 and
the remaining eigenvalues are close to 0.

> This is easiest to prove using QHA.

» With measure-operator convolutions, we can follow the same path
for mixed-state Gabor multipliers.

Theorem
Let (S, A) generate a tight mixed-state Gabor frame, let 2 C R2? be compact
and fix § € (0,1). If {\{*}. are the eigenvalues of G%, ,, then

#{k:AF2>1-5)

1 as .
RO A] — R — o0

Painless QHA on lattices™




Approximating localization operators

Theorem
Ideally, we want our Let (114)a be a bounded and tight net
discrete constructions which converges weak-* to o and S € S,
then

to approximate our con-

X * — * = U.

some limit.
Define:
Theorem
= %8 Let m € W (L, /*)(R2?) be
polg =ap m(A)dx e ;
o /\e% 5 Riemann-integrable and S € S'. Then we

have the convergence

where A, 3 = aZ% x BZ4. . m
af = o B a}g130||ua7ﬁ*5—m*s||81:0.

In particular, ||GY . — A%llst — 0asa, 3 — 0.

m7a718



B Why does this work?

Verifying the convergence Theorem
Let (14)a be a bounded and tight net

us(f) — m(z2)f(z) dz which converges weak-* to iy and S € S*,
’ R2d then
boils down to realizing the lim e * S — pio * S||s1 = 0.

left-hand side

p(£) = m(N) f(N)ap?

NeA Theorem
Let m € W (L, (1)(R??) be
as a Riemann sum. Riemann-integrable and S € S'. Then we

have the convergence

We also need to verify ) -

that (u7)as is tight and Jm Nz * 8 = mxS||s, = 0.
uniformly bounded (harder

than it looks).




Parameter continuity

Theorem
Suppose that as n — o,

Qp — & in R2

ﬁn — ﬁ in Rz s S ' .
= G -G inS*.

my — M In W(C()7 61)(Rd) M, O, Bn m,a,3

Sp— S in S

"Gabor multipliers are S'-continuous with respect to their parameters".
Earlier results have been limited to S? convergence or g € S(R?).




(Actual) Thank you!




